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ABSTRACT

Marburg virus is a genetically simple RNA virus that causes a severe hemorrhagic fever in humans and nonhuman primates. The
mechanism of pathogenesis of the infection is not well understood, but it is well accepted that pathogenesis is appreciably driven
by a hyperactive immune response. To better understand the overall response to Marburg virus challenge, we undertook a tran-
scriptomic analysis of immune cells circulating in the blood following aerosol exposure of rhesus macaques to a lethal dose of
Marburg virus. Using two-color microarrays, we analyzed the transcriptomes of peripheral blood mononuclear cells that were
collected throughout the course of infection from 1 to 9 days postexposure, representing the full course of the infection. The re-
sponse followed a 3-stage induction (early infection, 1 to 3 days postexposure; midinfection, 5 days postexposure; late infection,
7 to 9 days postexposure) that was led by a robust innate immune response. The host response to aerosolized Marburg virus was
evident at 1 day postexposure. Analysis of cytokine transcripts that were overexpressed during infection indicated that previ-
ously unanalyzed cytokines are likely induced in response to exposure to Marburg virus and further suggested that the early im-
mune response is skewed toward a Th2 response that would hamper the development of an effective antiviral immune response
early in disease. Late infection events included the upregulation of coagulation-associated factors. These findings demonstrate
very early host responses to Marburg virus infection and provide a rich data set for identification of factors expressed through-
out the course of infection that can be investigated as markers of infection and targets for therapy.

IMPORTANCE

Marburg virus causes a severe infection that is associated with high mortality and hemorrhage. The disease is associated with an
immune response that contributes to the lethality of the disease. In this study, we investigated how the immune cells circulating
in the blood of infected primates respond following exposure to Marburg virus. Our results show that there are three discernible
stages of response to infection that correlate with presymptomatic, early, and late symptomatic stages of infection, a response
format similar to that seen following challenge with other hemorrhagic fever viruses. In contrast to the ability of the virus to
block innate immune signaling in vitro, the earliest and most sustained response is an interferon-like response. Our analysis also
identifies a number of cytokines that are transcriptionally upregulated during late stages of infection and suggest that there is a
Th2-skewed response to infection. When correlated with companion data describing the animal model from which our samples
were collected, our results suggest that the innate immune response may contribute to overall pathogenesis.

Marburg virus disease (MVD) is a rare and highly fatal disease
that occurs following exposure to Marburg virus (MARV).

MARV is an RNA virus in the family Filoviridae and has been
associated with severe viral hemorrhagic fever in human and other
primates, with a mortality rates of up to 90% (1–3). Before 2000,
MVD was considered less lethal than another filoviral disease,
Ebola virus disease (EVD). However, the high fatality rates (83%)
during an outbreak in the Democratic Republic of the Congo (1998
to 2000) offered the first evidence that MARV can be as lethal as
EBOV (4). In 2005, during an outbreak in Angola, a new strain of
MARV resulted in a 90% fatality rate (5). More recent reports of
MVD describe outbreaks in 2007, 2012, and 2014 in Uganda (6, 7), an
imported case in the Netherlands in 2008 (8, 9), and a likely imported
case in Colorado, USA, also in 2008 (10). Recent modeling data sug-
gest that as many as 27 countries with more than 100 million people
are at risk for Marburg virus infection (11).

Severe infection with MARV in humans is characterized by im-
mune suppression and delayed antibody responses (2). Several ani-
mal models have been developed to aid research into the pathogenesis
of MARV, from mice to macaques (12–14). MARV infection of
mouse species (15), cynomolgus macaques (13), and rhesus ma-

caques (16) suggests that there is an early loss of lymphocytes follow-
ing infection. Interestingly, during the late stage of infection, the sig-
nificant increase of double-positive (CD4 and CD8) T cells has been
detected in macaques infected with MARV (17).

Dendritic cells (DCs) are suggested to be the major initial tar-
get of MARV infection (13). Infected DCs fail to produce cyto-
kines such as alpha interferon (IFN-�), interleukin 1B (IL-1B),
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IL-6, IL-10, RANTES, IL-12, and IL-8. They fail to mature and do
not support T cell proliferation (18). MARV can also infect and
grow in human monocytes/macrophages (19, 20) and endothelial
cells (20). However, unlike DCs, these infected cells secrete several
chemokines and proinflammatory cytokines, such as tumor ne-
crosis factor alpha (TNF-�), IL-6, IL-8, and growth-regulated on-
cogene alpha/CXCL1 (Gro-alpha/CXCL1) (21). One hypothesis
for the induction of severe pathogenesis in Marburg-infected in-
dividuals is that the hyperactivation of immune cells results in the
release of massive amounts of cytokines. This in turn results in the
induction of a hemorrhagic, septic, shock-like response. A thor-
ough classification of which cytokines and chemokines are re-
leased at the end stages of the disease has not been previously
described, and it has been unclear whether innate responses are
also a component of the host response to infection.

Because of the relatively small number of infections that occur
with this virus, how Marburg virus infections are initiated remains
poorly defined. There is a clear role for blood-based transmission,
but in addition, recent infections with the Ebola filovirus have
suggested that infection through airborne particles is possible, and
animal model studies have suggested that filovirus infections that
involve airway installation may lead to greater transmissibility
(22). Against this background, there is little current analysis of
Marburg virus infection through an airway route of infection.

Here we describe the transcriptomic response of the circulating
immune response in a serial sacrifice primate model of aerosol
infection with MARV, which is described in the accompanying
paper (23). In this model, the circulating immune response to a
fatal dose of MARV from an airway installation was investigated
using high-density microarrays. Analysis over the entire disease
course showed that there are specific genomic signatures of the
immune response to MARV infection, including an early and sus-
tained innate immune response, the upregulation of multiple sig-
naling pathways, and a number of chemokines and cytokines that
make up the late-phase cytokine storm.

MATERIALS AND METHODS
Animals. Samples used for the study reported here were taken from a
sequential sampling study that is described in the accompanying article
(23), and a detailed explanation of the animal model and associated viro-
logical, clinical, and pathology data can be found therein. All experiments
involving the use of MARV in animals were performed in a U.S. Army
Research Institute of Infectious Diseases (USAMRIID) biosafety level 4
(BSL-4) laboratory. Briefly, rhesus macaques were obtained from licensed
and approved vendors and assigned to groups prior to study initiation.
During the acclimation to the BSL-4 containment suite, a prechallenge
blood sample (at day �8) was collected to provide a baseline for further
analyses. On day 0, nonhuman primates (NHPs) were anesthetized, and
minute volumes were calculated by performing whole-body plethysmog-
raphy (Buxco Research Systems, Wilmington, NC) just prior to MARV
exposure. NHPs in a head-only chamber in a class III biological safety
cabinet maintained under negative pressure were exposed to a target dose
of 1,000 PFU of Marburg Angola virus. Aerosols were created by a 3-jet
Collison nebulizer (BGI, Inc., Waltham, MA) and controlled by the auto-
mated bioaerosol exposure system. The virus preparation used to infect
NHPs was free of contamination with endotoxin and mycoplasma. After
challenge, blood samples were collected at various days postexposure
(p.e.), based on approved collection allowances and at euthanasia. Groups
of three NHPs were euthanized at days 1, 3, 5, 7, and 9 p.e., and peripheral
blood mononuclear cells (PBMCs) were prepared from the blood that had
been collected.

The study was carried out in accordance with standards of USAMRIID

Institutional Animal Care and Use Committee (IACUC)-approved pro-
tocols in compliance with the regulations outlined in the U.S. Department
of Agriculture Animal Welfare Act, Public Health Service Policy, and
other federal statutes and regulations relating to animals and experiments
involving animals. The USAMRIID facility is accredited by the Associa-
tion for Assessment and Accreditation of Laboratory Animal Care, Inter-
national, and all animal work done adheres to the conditions specified in
the Guide for the Care and Use of Laboratory Animals (24). Animals were
given enrichment regularly as recommended by the Guide for the Care and
Use of Laboratory Animals (24). The animals were fed and checked at least
daily according to the protocol. All efforts were made to minimize painful
procedures; the attending veterinarian was consulted regarding painful
procedures. Following the development of clinical signs, animals were
checked multiple times daily. When clinical observations and scores of
animals reached defined levels based on the approved IACUC protocol,
animals were euthanized under anesthesia to minimize pain and distress.

RNA processing and DNA microarrays. PBMCs were isolated from
blood prediluted with saline using Accuspin system Histopaque-1077
tubes (Sigma-Aldrich, St. Louis, MO) as per the manufacturer’s recom-
mendations and were subsequently lysed in TRI Reagent LS (Sigma-Al-
drich) at USAMRIID. PBMCs were processed for microarray analysis as
described earlier (25). Briefly, total RNA was extracted from the TRI Re-
agent LS samples and then amplified using the low-input Quick Amp
labeling kit (Agilent Technologies, Santa Clara, CA). Amplified RNA was
hybridized to whole human genome oligonucleotide microarrays (Agi-
lent) in a 2-color comparative format along with a reference pool of
mRNA. Images were scanned using the Agilent high-resolution microar-
ray scanner, and raw microarray images were processed using Agilent’s
feature extraction software. All changes in transcription from the pre-
exposure samples were subtracted from the postexposure samples.

DNA microarray data processing. Data were first background cor-
rected to remove noise from background intensity levels and then nor-
malized within the arrays using the Limma software package in R. After
normalization, the reference and experimental samples were compared to
generate log2 fold change values that represent a change in mRNA expres-
sion (either positive or negative). At this step, the internal array control
probes were removed. Each array was then further normalized using the
preexposure control array for that animal to remove monkey-specific
expression changes from baseline. A comparison of gene expression for
day �8 and day 0 samples revealed no differences in gene expression (data
not shown), and day �8 gene expression was chosen as the pre-exposure
control. The resulting data set was filtered for differential expression and
annotated with gene names. The data set was hierarchically clustered us-
ing the Cluster 3.0 and visualized using Java Treeview. Functional anno-
tations of gene clusters were assigned using the Database for Annotation,
Visualization, and Integrated Discovery (DAVID) (http://david.abcc
.ncifcrf.gov/). The P values reported are the values reported by DAVID
and are based on the EASE score. The EASE score is an alternative name
for Fisher exact statistics used in the DAVID system, referring to a one-tail
Fisher exact probability value for gene enrichment analysis.

Cytokine detection by multiplex analysis. Cytokines were assayed
from the plasma of MARV-exposed NHPs using a NHP magnetic bead
23-plex multiplex assay (Millipore EMD, Billerica, MA) in accordance
with manufacturer’s instructions. Briefly, samples from both preexposure
and postexposure time points were assayed in triplicate and washed using
a Bio-Rad Bioplex Pro II wash station (Bio-Rad, Hercules, CA) equipped
with a magnetic manifold. Data were acquired using a Bio-Rad Bioplex 3D
system and analyzed using Bio-Plex Manager 6.0 software and a 5-param-
eter logarithmic fit. Cytokine concentrations in assayed samples were de-
rived from the standards run for each assay plate. Cytokines/chemokines
assayed included granulocyte-macrophage colony-stimulating factor
(GM-CSF), interferon alpha (IFN-�), interferon gamma (IFN-�), inter-
leukin 1� (IL-1�), IL-1 receptor antagonist (IL-1RA), IL-2, IL-4, IL-5,
IL-6, IL-8, IL-10, IL-12/23(p40), IL-13, IL-15, IL-17, IL-18, monocyte
chemoattractant protein 1 (MCP-1), macrophage inflammatory protein
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1� (MIP1�), MIP1�, transforming growth factor alpha (TGF-�), vascu-
lar endothelial growth factor (VEGF), sCD40L, and tumor necrosis factor
alpha (TNF-�).

Validation of gene expression by RT-PCR. RT-PCR assays were car-
ried out to quality check and validate our findings on the DNA microar-
rays. An RT2 Profiler PCR array (Qiagen, Valencia, CA) was used to run
the RT-PCR. One hundred twenty-five genes of interest were plated on
the custom array along with control genes. RNA extracted from the
PBMCs (as described in “RNA processing and DNA microarrays” above)
was used for RT-PCR array. RNA samples collected at three different time
points from each animal were run on one plate. In all, six custom plates
(each with a copy of the same probes for 125 genes) with samples from six
different animals were run in this experiment. The RT-PCR experiment
was performed as directed by the manufacturer (Qiagen). Plates were then
run on an Applied Biosystems 7900HT fast real-time quantitative PCR
(qPCR) system (Life Technologies, Grand Island, NY) using the following
cycling conditions: 10 min at 95°C, 15 s at 95°C, followed by 1 min at 60°C
for 60 cycles. Following the PCR run for all 6 plates, the threshold was
made uniform to be consistent among all the plates. Cycle threshold val-
ues for each sample were obtained. Results were interpreted using SDS
software version 2.4 and data analysis software from the manufacturer
(SA Biosciences). Finally, data from different animals on a given day were
pooled and averaged. Data were then presented as fold change over day
�8 expression (see Fig. S2 in the supplemental material).

Microarray data accession number. The microarray data set was sub-
mitted to the Gene Expression Omnibus (GEO) database, under series
record GSE58287.

RESULTS
Overview of samples in study data set. Samples from 15 adult
rhesus macaques infected with Marburg Angola virus (MARV) via
the aerosol route (target of 1,000 PFU [23]) were used for analysis.
Prior to infection, blood samples from each animal were taken for
use as controls (8 samples at day �8 and 7 samples on day �7). At
sequential days postexposure (p.e.), blood samples were collected
and PBMCs were prepared from approximately 1 ml of whole
blood. Table 1 illustrates the samples in the study sorted by day
p.e. Samples were further divided into three general stages: early
infection (1 to 3 days p.e.), midinfection (5 days p.e.), and late
infection (7 to 9 days p.e.), which correspond roughly to presymp-
tomatic, early symptomatic, and late symptomatic stages of infec-
tion (see reference 23 for supporting model information). RNA

was prepared from the PBMCs, labeled, and hybridized to Agilent
two-color microarray chips according to previously described
methods (26). All arrays were computationally analyzed using the
Limma software package in Bioconductor, a suite of packages in R
(25).

Increases in cytokine mRNA from PBMCs match protein ac-
cumulation in serum. In an effort to compare our microarray
data to commonly accepted biomarkers already defined in Mar-
burg virus infection, we evaluated changes in mRNA levels for
several cytokines/chemokines that have previously been shown to
accumulate to high levels in the serum of infected NHPs (13):
IL-6, MIP-1� (CCL3), and MCP-1 (CCL2). IL-6 protein was de-
tectable in the serum of MARV-exposed animals beginning at day
5 p.e. IL-6 mRNA increased in PBMCs at 1 to 2 days prior to the
appearance of IL-6 in serum (Fig. 1A). MIP-1� and MCP-1 both
showed an increase in expression in serum at day 7 p.e. (Fig. 1B
and C). For each of these cytokines, mRNA levels increased at the
same time. In a separate analysis, next-generation sequencing
(NGS) of PBMCs (analyzed as described in reference 27) showed
that virus mRNA accumulated on approximately the same time
course in which viremia appeared (Fig. 1D) (27). These data sup-
ported the hypothesis that the PBMC transcriptome appreciably
mimics the behavior of the overall immune response to viral in-
fection and led us to further analyze the gene expression changes
that followed exposure to MARV.

MARV infection results in a significant upregulation of im-
mune response genes. To identify genes that showed significant
transcriptional regulation following exposure to Marburg virus,
we used criteria similar to those previously used to analyze the
transcriptional response in other filovirus infections (28–30). This
analysis showed that when experimental arrays were compared to
the preinfection controls, 1,754 probes (1,213 genes) showed at
least a 2-log-fold change in their expression pattern in at least 3
arrays (see Fig. S1 in the supplemental material). Out of the 1,213
differentially expressed genes, 69% were upregulated and 31%
were downregulated (see Fig. S1A in the supplemental material).
Broadly, the most upregulated class of genes was the regulators of
immune response (consistent with a robust and varied immune
response) (see Fig. S1 in the supplemental material), and the
downregulated group of genes contained many regulators of tran-
scription and signal transduction (e.g., phosphatidylinositide
3-kinase [PI3K] signaling) (see Fig. S1B in the supplemental ma-
terial).

Within the set of upregulated mRNAs, three major patterns of
gene regulation were readily visible. These patterns roughly cor-
related with early, middle, and late stages of infection. When we
raised our threshold of analysis to capture only genes that had at
least a 3-log-fold differential expression following exposure to
MARV, 295 differentially expressed genes were identified, and the
same patterns were observed (Fig. 2A). Of these strongly upregu-
lated genes, 265 (87%) were upregulated and 39 (13%) were
downregulated. The upregulated genes are primarily associated
with the host inflammatory and cytokine responses. The down-
regulated genes belong to regulators of kinase activity and the cell
cycle. Most of the genes that were highly upregulated following
exposure to MARV showed an increase in expression on day 5 or
7 p.e., and their expression was sustained throughout the course of
disease. A large number of these genes showed slight downregula-
tion early in infection prior to becoming upregulated.

Within this set of strongly regulated genes, upregulated genes

TABLE 1 PBMC samples obtained from NHPs exposed to Marburg
virus via the aerosol routea

Infection stage Day

Sample from MARV-exposed nonhuman primate:

A B C D E F G H I J K L M N O

Preinfection �8 ● ● ● ● ● ● ● ●

�7 ● ● ● ● ● ● ●

Early infection 1 ● ● ●

3 ● ● ●

Mid-infection 5 ● ● ●

Late infection 7 ● ● ●

9 ● ● ●
a Samples from MARV-exposed NHPs (designated A through O) were sorted by the
day the sample was collected postexposure and further divided into three general
categories (early, middle, and late induction of infection) to ease interpretation. Pre-
exposure samples (days �8 and �7) were collected prior to MARV exposure and were
used to normalize data obtained from subsequent samples from the same animal.

PBMC Response to MARV Infection

October 2015 Volume 89 Number 19 jvi.asm.org 9867Journal of Virology

 on N
ovem

ber 21, 2015 by guest
http://jvi.asm

.org/
D

ow
nloaded from

 

http://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE58287
http://jvi.asm.org
http://jvi.asm.org/


showed the same three-phase temporal expression changes as
were seen in the original set of genes (early-, middle-, and late-
expressed gene clusters) (Fig. 2B). To validate that the changes
seen by microarray analysis were reflective of mRNA levels, we
selected more than 30 genes for validation by real time-PCR (RT-
PCR). This analysis (see Fig. S2 in the supplemental material)
showed that there was good agreement between RT-PCR and mi-
croarray fold changes, with the microarray data underestimating
changes found by RT-PCR in several instances. These results gave
us confidence that the changes in gene expression seen via mi-
croarray analysis were a true representation of changes in mRNA
levels in the analyzed cell population.

Pathway analysis of genes stimulated by MARV infection.
From the set of 295 genes that were upregulated more than 3
log-fold following Marburg virus infection, we were interested in
identifying gene networks that appeared to be coordinately regu-
lated. As an initial method of analyzing these interactions, we
looked for known connections between these genes using pathway
analysis. A connection diagram generated by this approach high-
lighted cJun/Fos, nuclear factor �B (NF-�B), CCCAT enhancer-
binding protein ε (C/EBPε), and innate immune signaling path-
ways (signal transducers and activators of transcription 1 [Stat1],
interferon regulatory factor 3 [IRF3], and IRF7) as transcription
factors whose activity is stimulated during infection (Fig. 3). Im-
portantly, the transcription factor activity associated with inter-
feron and pathogen-associated molecular pattern (PAMP) recep-
tors (Stat1, IRF3, and IRF7) was observed early (day 1 to 3 p.e.)
during infection, while the activation of NF-�B/REL, activator
protein 1 (AP-1), and C/EBP, which are associated with regulating
the production of inflammatory mediators in immune cells (31),
showed a later upregulation (day 5 to 7 p.e.).

Evidence of an early innate immune response in MARV-in-
fected macaques. As was suggested by the identification of IRF3/7
and Stat1 transcription signatures in Fig. 3, many interferon-stim-
ulated genes (ISGs) in PBMCs were upregulated following expo-
sure to MARV. These genes, which included those encoding the
interferon-induced tetratricopeptide repeat (IFIT) protein family,
RNA helicases, and components of the ISG15 antiviral response
pathway, were evident very early postexposure, beginning at days
1 to 3 p.e. (Fig. 4A). IFIT1 and the cytokines CCL2 and CXCL10
showed upregulation almost immediately (day 1 p.e.) (Fig. 4A),
while other STAT1/IRF-responsive genes, such as those encoding
ISG15, MX1 and many others, showed strong upregulation begin-
ning at 3 days p.e. (Fig. 4A and B). This upregulation of innate
immune response genes was restricted to these genes, as no signif-
icant expression changes were detected in genes involved in other
innate defense genes, such as the complement pathway genes C1R
and C1S, or antigen presentation genes, such as the gene for pro-
teasome activator subunit 1 (PSME1) (Fig. 4C). These data show
that an interferon or interferon-like signature is generated in the
circulating immune system following exposure to Marburg virus
and prior to viremia.

Expression of inflammatory mediators in MARV-infected
macaques. As noted above, results of prior studies have demon-
strated an upregulation of many inflammatory mediators, such as
IL-6 and MIP-1� (13, 14, 17), in the plasma of MARV-infected
macaques (13, 14, 17). While our data confirm the upregulation of
these cytokines (Fig. 1), we also observed an upregulation of cyto-
kine-associated transcripts, including IL-1A and -B, the IL-1 re-
ceptor, and the decoy receptor IL-1R2 (Fig. 5A), in a pattern sim-
ilar to what was observed for the early mRNA expression of CCL2/
MCP-1. This pattern of upregulation of both cytokine and its

FIG 1 Comparison of changes in PBMC cytokine mRNAs to serum cytokine protein levels during MARV infection. Changes (fold) in IL-6 (A), MCP-1 (B), and
MIP-1� (C) mRNA induction from PBMCs and IL-6 (A), MCP-1 (B), and MIP-1� (C) protein induction from serum are shown. Error bars represent standard
errors over three separate microarrays for each time point.
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FIG 2 Strongly upregulated genes in MARV-exposed NHPs. (A) Heat map illustration showing 295 hierarchically clustered genes that showed at least a
3-log2-fold differential expression following challenge. Each row in the heat maps represents data from an individual gene, and each column represents the
individual PBMC sample taken at a specific infection stage. Samples from the data set were grouped as in Table 1. Red and blue colors denote expression levels
greater or less than baseline (white), respectively, and colored outlines (rust, green, and yellow) identify significant clusters of genes induced during early, middle,
and late disease, respectively, and are labeled accordingly. (B) Expanded view of these gene clusters. The most significant functional groups (assigned by DAVID;
P � 0.001) found in the respective clusters are listed to the right of the heat maps, along with the names of some representative genes.
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cognate receptor suggested that there was coordinated signaling
and response in PBMCs at early times of infection. This pattern
was distinct from the regulation of other cytokines such as IL-
2RA, IL-8, CCL3, and CXCL1, which all showed little upregula-
tion until late times postinfection.

Results of our study also identified changes in a number of

inflammatory mediators that have not been previously been ana-
lyzed during MARV infection (Fig. 5B). Transcripts of CCL8,
CXCL10, CCR5, and CXCR6 were upregulated at early times
postinfection. IL-27, IL-1RN, CCL17, CCL23, CXCL9, CCR1,
CXCR1, and CXCR2 were upregulated beginning on day 5 p.e.
IL-1RAP, CCL1, CCL3L3, CCL7, CCL18, and CXCL6 were seen

FIG 3 Signaling network of genes that are strongly upregulated following MARV challenge of NHPs. By using Ingenuity Pathway Analysis (IPA) to map
the genes which were found to be strongly upregulated following MARV challenge, 34 gene products (nodes with official gene symbols) were found to be
directly or indirectly connected according to Ingenuity’s database of published interactions. Edges without arrows indicate a direct interaction between
two gene products, e.g., a protein-protein interaction. Edges with arrows represent a regulation of transcription, directed from the gene regulator to a
regulated gene. Loops indicate self-regulation.

FIG 4 Innate immune response as indicated by mRNA expression following MARV challenge. Heat maps show the mRNA expression levels of a selection of day
1-responsive genes (A), genes upregulated beginning at day 3 postexposure (B), and complement-associated genes showing little change in gene expression (C).
Red and blue colors denote expression levels greater or less than baseline (white), respectively.
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during late infection. A number of cytokines were downregulated,
including IL-23A, IL-1F6, and its receptor. Interestingly, tran-
scripts of the fractalkine receptor CX3CR1 were upregulated early
(day 1 through 5) during MARV infection and were significantly
down-modulated during late-stage disease (Fig. 5C), a behavior
similar to its downregulation in sepsis patients (32).

Appearance of Th2-associated cytokines. We noted the ap-
pearance of transcripts for several Th2-associated cytokines, such
as IL-5 and (to a lesser extent) IL-4. The mRNA for these cytokines
increased beginning at day 3 p.e., peaked at day 7 p.e., and de-
clined thereafter (Fig. 6A). In contrast, we did not see appreciable
changes in transcripts for cytokines associated with a Th1 re-
sponse such as IL-12, TNF-�, and CCL5 (RANTES) until very late
times postexposure (see Fig. 6A). These changes suggest that the
immune system in infected NHPs was responding in a manner
that supported Th2 (humoral) and suppressed Th1 (cell-medi-
ated) responses.

Analysis of cytokine protein concentrations in the serum of

infected animals using Bioplex-based analysis provided support-
ing evidence that Th2 cytokines were expressed at early stages of
MARV infection. This analysis showed a spike in IL-5 at day 3 p.e.
(Fig. 6B), consistent with the increase in transcript expression. In
addition, IL-10 also showed increased expression at early times
postexposure, though there was no increase in transcript observed
in PBMCs, suggesting that it originated from a different cellular
compartment (Fig. 6B). Th1 cytokines TNF-� and IFN-� showed
little expression at early times postexposure but did begin to ac-
cumulate at late times of infection (23). These data suggest that
early responses to Marburg virus infection were consistent with
the generation of a Th2 response to infection.

DISCUSSION

Despite the high mortality associated with Marburg virus infec-
tion, there is little information on the nature of the systemic re-
sponse to viral infection, especially when the infection is through
an aerosol route. This study offers the first transcriptomic analysis

FIG 5 Expression of inflammatory mediators in MARV-exposed NHPs. Heat maps illustrate the expression of mRNAs from inflammation-associated genes. (A)
Classical mediators, such as IL-6, IL-1�, and IL-8, and receptors, such IL-1R1 and -2, are upregulated. (B) Other inflammatory mediators, such as IL-4, IL-5, and
CXCL10, are upregulated. (C) Downregulated mediators, such as CXCR4 and IL-23, are shown.
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of how the circulating immune system changes in response to
lethal challenge with the Marburg virus. These efforts are comple-
mented by companion studies that define the virus replication
kinetics, tropism and pathology, cytokine profiles, and immuno-
logic responses to infection in the animals at increasing times
postinfection (23). Our analysis allows direct determination of
when the circulating immune cells begin to respond to infection
compared to where the virus has traveled through the animal.

Our analysis confirms that in PBMCs, increases in cytokine
mRNA expression match the appearance of these cytokines in
MARV-infected NHPs and humans (Fig. 1) (13, 14). This is con-
sistent with the idea that the circulating immune system is either
the source of these cytokines or an effective proxy marker of the
overall immune response. Our results also highlight the fact that
these known cytokine expression changes (i.e., IL-6 and MIP-1�)
are a small part of an extensive and ordered transcriptomic re-
sponse to infection.

In Marburg-virus infected NHPs, circulating immune cells
have three readily classified stages (early, middle, and late) of re-
sponse to infection that roughly correlate with disease progression
as classified by traditional clinical approaches. The earliest tran-
scriptional response that we observe in PBMCs following aerosol
challenge with MARV is a stimulation of the innate immune re-
sponse. This response is detected within 24 h postexposure, high-
lighting the rapid response of the circulating immune system fol-
lowing a respiratory challenge. This response is consistent with a
strong early innate response seen in models of other virus infec-
tions (25, 26, 29, 33, 34). The cluster of genes stimulated during
early infection (days 1 to 3 p.e.) following MARV challenge most
closely resembles a type 1 IFN-stimulated response (35) (I. S. Ca-
ballero and J. H. Connor, unpublished data). Though it has been
shown that MARV infection leads to IFN production in infected
macaques (13, 17), we did not observe an appreciable IFN mRNA

upregulation in PBMCs, leaving the stimulator of this innate re-
sponse undefined.

An important aspect of this early innate response that we ob-
served is that it is markedly different from what previous studies
have predicted. Earlier microarray studies showed that MARV
infection blocks the ability of cells to upregulate innate antiviral
responses to IFN/Stat1 signaling (28) in an in vitro infection. In
addition, other studies have shown that in Marburg virus-infected
cells, IFN signaling can be blocked via the reduction of STAT1
activation (36). These earlier results have led to the hypothesis that
Marburg virus actively suppresses innate immune responses dur-
ing infection. Our results show that regardless of the ability of
Marburg virus to repress interferon signaling in infected cells,
there is a strong innate immune response induction in circulating
PBMCs at a very early time postinfection. This response is very
strong and is sustained throughout infection, suggesting a poten-
tial role in pathogenesis.

The appearance of an early innate immune response following
infection is not unique to Marburg virus infection. It is observed
as an early response in nonhuman primates infected with Lassa
virus and with Ebola virus (26, 27, 29) and has also been noted in
human influenza and RSV infections (29). The fact that virus rep-
lication continues and increases in the PBMC compartment (in-
creasing) levels of virus-specific mRNA as infection progresses
(Fig. 1) even after there is maximal expression of innate immune
genes is consistent with MARV replication proceeding even after a
systemic innate immune response has been induced. Our obser-
vations, while counter to current dogma, are consistent with re-
sults showing that exogenous treatment of infected NHPs with
interferon to stimulate innate immune responses has only a mod-
est effect on fatality rates (37). These results also suggest that ini-
tiating a strong innate immune response does not strongly limit
Marburg virus infection.

FIG 6 Alteration of Th2-associated cytokines in animals exposed to MARV. (A) Average mRNA fold changes over time for IL-4, IL-5, IL-12, CCL5, and TNF-�.
(B) Levels of IL-10, IL-5, and IL-4 protein in serum from animals infected with Marburg virus. Values were measured using a Bioplex 3D analyzer.
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Beyond the description of a strong early innate immune re-
sponse and a coherent induction of known Marburg virus in-
fection-responsive cytokines, our data also found that additional
cytokines/chemokines, such CCL8 (MCP2) and CXCL10 (IP-10),
show increased expression early in MARV infection and also
found evidence for expression of IL-4 and IL-5 on both the mRNA
and protein level at early points of infection. These findings sug-
gest the potential for Th2 skewing of the early responses to MARV
infection, but additional investigation of gene expression in circu-
lating T cells will be needed to confirm this hypothesis. Further
analysis of clinical data will be required to determine if these
chemokines circulate in the serum of MARV-infected patients,
but if they do, these chemokines could be used as early biomarkers
of infection to trigger intervention with existing postexposure
therapies (38).

Our analysis also highlighted an interesting parallel between
the Marburg virus infection-induced changes in mRNA levels for
the fractalkine receptor CX3CR1 and the changes seen in the same
mRNA in patients with sepsis. CX3CR1 mRNA is downregulated
in PBMCs from MARV-exposed animals at the late stage of infec-
tion. Studies of patients succumbing to septic shock found that
CX3CR1 downregulation at both the mRNA and protein levels
was associated with poor prognosis and immune exhaustion (32,
39). Our results suggest that this downregulation also occurs in
Marburg virus infection and that CX3CR1 levels could be moni-
tored in Marburg virus-infected patients as a prognostic marker.

Also consistent with the eventual disseminated intravascular
coagulation (DIC) pathology associated with Marburg hemor-
rhagic fever, our results show strong late-stage expression of co-
agulation response genes in the PBMCs of MARV-infected ani-
mals. We observed increased expression in coagulation-associated
genes, such as PLAU, PLAUR, and F8, that was largely confined to
the late stage of infection (days 7 to 9) (data not shown), after
changes in D-dimers and activated protein C were evident as se-
rum markers (23). Expression of coagulation response genes fol-
lowing MARV infection is delayed compared to that observed in
Ebola virus-infected NHPs, in which expression was observed as
early as 4 days p.e. (25, 29). Compared with earlier experimental
results, our data suggest that the involvement of PBMCs in the
thrombotic dysregulation in MARV infection is similar but not
identical to that seen in Ebola virus-infected animals (16, 29).

This analysis of the circulating immune system response to
MARV infection adds to a growing body of information on how a
number of viruses stimulate the host circulating immune system
following infection. A detailed comparison of how different viral
infections stimulate different immune responses can be done us-
ing data sets tracking the response of NHP PBMCs to Lassa virus
infection (26) and influenza virus infection (40) and of human
PBMCs to influenza virus infection (33, 34, 41). Already, prelim-
inary direct analysis has shown that large parts of the initial re-
sponse to each of these viruses are the same but that unique dif-
ferences in initial gene expression during viral infections exist and
can be predictive of specific infections (27). These distinct re-
sponses may also predict the different pathological changes of the
diseases. Further investigation of these differences will lead to a
better molecular understanding of the pathogenesis of Marburg
virus infection and identify new strategies for decreasing fatality
rates associated with these infections.
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